L12. COVARIANCE PROJECTION

EECS 498-6: Autonomous Robotics Laboratory

Covariance Projection

Suppose we know something about random
variable x:

And suppose | know a function y:

y = f(x)

What is the distribution of y?
o Let's derive [y, Zy
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Mean Projection
.

Let’s start with the linear case:

y = f(z)
y=Ax+0b
What is E(y)?
py = E(y)
= FE(Az+0)
Simplify:
py = AE(z)+0b

Covariance Projection
|

Reminders:
2y = El(y — Ely)(y — Ely])"]
py = AE(x)+0b

Sy = E[(Az+b— Apy —b)(Az+b— Apy —b)']
= B[(Az — Ap)(Az — Apy)7
—  ElA(z — po)(x — pa) T AT
= AR, AT
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Non-linear case

Again, suppose:
x ~ N (g, Xz)

yz%% y = f(x)

Approach: approximate f(x) with Taylor
expansion
o What point should we approximate f(x) around?

Projecting covariances
(non-linear case)

First-order Taylor y
expansion

o Let's review 1D case 7T M

Xq X
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Projecting covariances
(non-linear case)

Generalized case:

U1 fi(z1, z2,...)
y= 1| y2 | = | folz1,22,..)
e 0
a—;”; 6—3; r1 — Xy, fi(xyy, z2,)
yr | Qi e gy g, |+ | falwg,7a,)

“Jacobian”

Y~ J|gq (X —20) + f(20)

Projecting covariances
(non-linear case)

Y =~ J]zo (T — 20) + f(20)

Yy~ S| — J|zoo + f(20) y=Ar+0b
\AY J L . J Ey:AEwAT

b

Non-linear case is reduced to linear case via first-order Taylor
approximation.

What do we lose by dropping higher order terms?
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Odometry Example

Odometry Example

How to convert
left/right ticks to a
change in
position? S

&

Ar =— % _, 5

Af = du—dn

dp /S o

W
@



Odometry Example

.
Sensors observe:
o Counts on left and right wheels

No “noise” in those counts, however, there’s
slippage. Model distance as:

dr = acg + wq
d;, = acyp, + wo
Noise wi, w9 are iid Gaussian:
wy,wy ~ N(0,0%)

Odometry Example: Plan

|
dr,dr are f(encoder counts)

_ dr+d;
Ax 5
Af = du=d
dp

Az, Ay aref(dgr,dr)

We’'ll project the covariances twice!
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Odometry: First projection
|

What's the uncertainty of dr,dr ?

(T

CR R = OCR + wy

dR]_[a 0 1 0] c; | | de=acLtws
dL O a O ]. w1 Ar — dR;'dL
\—y—' 1 , J w2 di—d
d A - - | Af =L

S k B /

w

Odometry Example

CR
dp | | 0 1 0 cr
d, | | 0 a 0 1 wq

w2

But what'’s Eweae

Remember, we said CR,2 Cr, were “error-free’,
and wi,ws ~ N(0,0%) (iid)

0
0
o2

) By =

o oo O
o oo O

0

0
0
0

0.2
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Odometry Example

|
We are half-way there now!

00 0 0

s _ [ao0o10]foo0o 0 0|[ao010]

¢ = 10 a 01 0 0 o2 0 0 o 0 1
) 00 0 o2

[ 0

o 0 02]

Does this make intuitive sense?
o Answer is 2x27?
o No alphas?

Odometry: second projection
|

We've gone from 2w to 2d
Now, we need to go from 24 to 2z

‘. h

dr = acg + w,
dr, = acr, + w2

Axr = —dR;dL
Af = du=di
\J w J
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Odometry Example

Write x in terms of d

BRI

e

dr = acg + w,
] dr, = acr, + w2

~

\ . \ . ] A.CL' = %
x B d AQ _ de_ dp
\ Sy

Y, = BY BT

Odometry Example

We’'re done!
5o /2 1/2 a2 0
T 1/dg —1/dg 0 o2
[ 17207 0
N 0 20%/d%

[

Al

Cross-correlations happen to cancel out
o This does not happen in general!
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Sampling from Gaussians

How do we generate random samples from a
Gaussian distribution?

Yy~ N()uya E‘y)

ldea: sample from a simpler Gaussian
distribution, then project.

We'll assume we can sample from N(0, 1)

Sampling from Gaussians

|
Well, suppose we know L such that:

y = Lw + py

This would make ¥ ~ N (pty, LLT)

So, we just need to find an L such that ©, = LL”
o Cholesky decomposition
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Sampling Algorithm

Sample from Gaussian y ~ N (fiy, 2y)
o Factor ¥, = LL"

o Generate Gaussian noise w with w ~ N(0,I)
oreturn ¥ = Lw + iy
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